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Abstract

Each method suggested for each solution to simplify our lives brings a perspective towards problems. Wireless solutions are now included in every aspect of our lives. In this study, duties and responsibilities of both campus security and security guards were brought to the forefront and a wireless mobile patrol system was suggested. The aim was to put forth more effective and more controllable model of the efforts. The main theme of the designed network system created in two cases: The first one is a mobile node circulating in orbit that defines the campus environment. The second one is sending the collected information to the target station. While the mobile node was visiting around campus, it took the advantage of all access points and sent collected data to target stations with its roaming feature. Five different scenarios were designed and different transmission standards were used to evaluate delays with data transmission performance. In the network system design, Riverbed Modeler Academic Edition 17.5 PL6 (OPNET) was used. To conclude, both IEEE 802.11g and IEEE 802.11n standard data were successfully transmitted to the central station. As the mobile node went farther away from access points during data transmission, data transfer rates decreased.
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1. Introduction

Being a product of human thought, technology is developing and offering better solutions to the new problems day after day. As a result of this development, wireless communications continue to be the focus of researchers' attention in solution-oriented sense. In terms of performance, the assessment process using OPNET Modeler is based on certain criteria of the wireless and wired networks in studies conducted in recent years (Abdullah and Mustafa 2016; Jasper 2015; Yi et. al 2013; Sukhroop et. al 2012). Mobile nodes are
widely used in wired and wireless networks. In the literature, there are a variety of studies recently conducted on the energy efficiency and facilitated use of the mobile node (Pal and Dhir 2013).

Thanks to their flexibility, simulation and modeling software continue to be the focus of researchers’ attention (Alisa 2013; Jaswal et al. 2014; Khan et al. 2013; Kumar and Velmurugan 2013; Nehra and Singh 2013; Park and Willinger 2000). In network simulation research, OPNET, OMNeT++, NS2, NS3, NETSIM++, Smurfbin, comnet3 and Qualnet mostly are used in wired and wireless networks (Sukhroop et. all 2012; Tolani and Mishra 2012; Yiu et. all 2013; Zubairi and Zuber 2000). Riverbed Modeler Academic Edition 17.5 PL6 (OPNET) supports discrete event-driven simulation (DES). DES can ensure to make more accurate and realistic modeling (Leemis and Park 2006).

OPNET modeling software is extensively used both by network researchers and trainers. Modelling flexibility, facilitation of model development, rapid modeling capabilities are only a few features of the OPNET. In OPNET environment, simulations can be run with the changed parameters. (Lu and Yang 2012).

To evaluate network performance, four different methods are used by assessing the network protocols for modeling a system (Leemis and Park 2006):

The first one is analysis and mathematical modeling; the second one is discrete time-based or event-based simulation, the third one is analysis and simulation of hybrid simulation and the last one is the test-bed emulation.

For university campuses, generally large areas are preferred since many new units can be installed in the future. However, this situation makes it difficult for pedestrians to ensure security audit of the patrol.

A mobile patrol system has been suggested to overcome this difficulty. The wireless mobile patrol system, which can send data to the central station, can roam the campus environment. A trajectory is determined to define the campus environment for the mobile node. Using the suggested mobile data collection system, both safety spots and security guards can be controlled. In the design of the mobile patrol system, both Ethernet technology (IEEE 802.3) and WLAN (IEEE 802.11g/n) standards are used together (Gupta and Kaur 2010).

One of the goals of this activity is to enable mobile node to gather information to conduct the plotted trajectory, and the second one is to send the collected data to the destination station via access points. More precisely, the collected data is transmitted to the central unit via wireless access points which are located on four separate locations within the campus network. On campus, the lack of fully functioning of security patrols is a major issue. In this study, the suggested system forced security guards to do their tasks on time. It is also important for security guards to do their own tasks at least until the environmental safety is ensured.

2. Material and Method

In this study, Riverbed Modeler Academic Edition 17.5 PL6 (formerly OPNET) simulation software was used to evaluate the results of the five scenarios. Four of them were carried out using Access Points (APs) having different transmission speeds. In the last scenario, two mobile security nodes were used. In one of them, two different mobile nodes were used at the same time, yet in delay. The second node was moved approximately 450 seconds after the movement of the first node. When the simulation was completed, both of the mobile node sending data performances were analyzed together.

The fundamental difference between four other scenarios is different data transmission speeds of Wi-Fi modules used in both access point and mobile node in the system infrastructure. The speed rates used in the scenarios are as follows; 6.5 Mbps (base)-60 Mbps (max), 26 Mbps(base)-240 Mbps (max), 65 Mbps(base)-600 Mbps (max) and 54 Mbps (for 802.11g), respectively.

The mobile node was initially connected to the access point named Access Point 1 (AP1). Thanks to its roaming feature (Shklyaeva et. al 2006; Alsaif et. all 2014), as it moved on its orbit, the data was transferred to the central station through access points which entered the coverage area.
Using a star topology, 1000Base X type of cable was used in the designed network infrastructure. Prior to the simulation, a trajectory that determined the path to be followed by the mobile node was drawn.

Trajectory presented as dashed lines in Figure 1 represents the campus environment. The mobile node was made to follow the trajectory presented in the Figure in all of the simulations. Meanwhile the speed of the mobile node was 20 km/h. The mobile node continued on its way without stopping until the end of the simulation. While determining the direction at certain points, the speed of the mobile node continued to stay in constant way and straight away. To complement the inner perimeter of the campus, total length of the trajectory total length was 5.009 m.

The starting point of the movement of the mobile node was the Aliya Izetbegovic square, in the center of the campus. Movement began in the square, continued down underneath the transformer building. After the sightseeing tour was completed, it returned back to Aliya Izetbegovic square.

In this study, the common parameters used in the scenarios are presented in Table 1. As presented in Figure 2, four access points were capable of communicating wirelessly with the mobile node used in the study. Destination station and access points were connected to the central switch via fiber optic cable.

In the modeled wireless network, the data load to be produced by the mobile node can be calculated as follows:

\[
\text{MN load} = \frac{\text{Mean ON Time}}{\text{Mean ON Time + Mean OFF Time}} \times \text{(Packet size in bits)} \times \text{(Number of nodes generating traffic)} / \text{(Mean Interarrival Time)}
\]

Where a mobile node has the following data load in minimum:

\[
= \frac{(900/900) \times (1000 \times 8)}{(0.005)} = 1.6 \text{ Mbps}
\]

The maximum value is as follows:

\[
= \frac{(900/900) \times (2000 \times 8)}{(0.005)} = 3.2 \text{ Mbps}
\]

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Parameter Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terrain Size</td>
<td>Campus 10 km X 10 km</td>
</tr>
<tr>
<td>Simulation Time (s)</td>
<td>900 s</td>
</tr>
<tr>
<td>Trajectory Distance (m)</td>
<td>5.009 m</td>
</tr>
<tr>
<td>Trajectory Time (s)</td>
<td>900 s</td>
</tr>
<tr>
<td>Mobile Node (MN) Speed</td>
<td>20 km/h</td>
</tr>
<tr>
<td>MN Start Time (s)</td>
<td>uniform (0.1,1)</td>
</tr>
<tr>
<td>MN-ON State Time (s)</td>
<td>constant (900)</td>
</tr>
<tr>
<td>MN-OFF State Time (s)</td>
<td>constant (0)</td>
</tr>
<tr>
<td>MN Interarrival Time (s)</td>
<td>0.005</td>
</tr>
<tr>
<td>Stop Time (seconds)</td>
<td>Never (for MN node)</td>
</tr>
<tr>
<td>MN Packet Size (bytes)</td>
<td>uniform (100,2000)</td>
</tr>
<tr>
<td>MN Roaming Capability</td>
<td>Enabled</td>
</tr>
<tr>
<td>MN Transmit Power (w)</td>
<td>0.03</td>
</tr>
<tr>
<td>Buffer size(bits)</td>
<td>256000</td>
</tr>
<tr>
<td>BSS Identifier</td>
<td>MN→(1), ap1→(1), ap2→(2), ap3→(3), ap4→(4)</td>
</tr>
<tr>
<td>MN Physical Characteristics</td>
<td>HT PHY 2.4GHz (802.11n)/Extended Rate PHY (802.11g)</td>
</tr>
<tr>
<td>MN and APs Data Rate (bps)</td>
<td>• 6.5 Mbps (base)/ 60 Mbps (max) • 26 Mbps (base)/ 240 Mbps (max) • 65 Mbps (base)/ 600 Mbps (max) • 54 Mbps (for 802.11g scenario)</td>
</tr>
</tbody>
</table>
3. Result and Discussion

Wired and wireless system designs for the suggested campus security patrol were performed in 15 minutes and five different scenario simulations. Graphics obtained and analyzed at the end of the simulation are as follows: Figure 3 presents data load on the access point as a result of the roaming feature of the mobile node where the complete 802.11g standard of AP1 (BSS 1), AP2 (BSS 2), AP3 (BSS 3) and AP4 (BSS 4) was used. From the beginning, the first data for 6 minutes passed through AP1 (BSS 1). As mobile nodes progressed, data were transmitted to the destination station through AP1 (BSS1), AP2 (BSS 2), AP3 (BSS 3) and AP4 (BSS 4), respectively. The data collected from the access point were sent to the central station with about 2.6 Mbit/s.

The information was sent to the destination station by the wireless network access points presented in Figure 4. The highest data rate around 8.2 Mbits/s was submitted by 11n_65 Mbps scenario using physical characteristics of the 2.4GHz HT PHY (802.11n). Afterwards, the data transmission rate was realized in order as expected: 54 Mbps, 26 Mbps and 6.5 Mbps. On the other hand, transmission of data to the central station at low speed gave better results. In this case, as clearly presented in Figure 5, the best data transmission was provided by the 11n_6.5 Mbps scenario (around 2.6 Mbits/s).

One of the most important parameters of the wired and wireless networks is delay. Wireless LAN average delay values are given in Figure 6 with the results of the four different scenarios. The largest delay value was obtained starting from the 5th minutes by the 11n_26 Mbps scenario (average value of about 0.7 s). In the same graph, it can be seen that the average ideal values were obtained by the 11n_6.5 scenario. Figure 6 represents the end to end delay of all the data packets received by the wireless campus LAN MAC layers of all the wireless LAN devices in the suggested system.

Throughput of the wireless access devices in different scenarios are presented in Figure 7. The most interesting part of the throughput values are ranked from small to large. The best throughput values were achieved by 11n_6.5 Mbits scenario (about 2.6 Mbits/s). Contrary to expectations, the lowest throughput value was provided by the 11n_65 Mbits scenario. The movement of the two nodes in a scenario is analyzed in Figure 8. Given in the scenario, MN_2 nodes were sent 450 seconds after MN_1 node. This delay can be clearly seen in the graph. MN_2 nodes started to produce data after about the 7th minute. Because, in the relevant scenario for MN_2 nodes, starting Time (second) feature was set to 450 s. Figure 9 presents both the speed data received by the destination station of the mobile node and the collected data collected. Especially after the 5th minute, a lack of communication occurred due to the distance between the three different access points to the mobile node. In this case, the mobile node endeavored to transmit data at higher speeds. In the same chart, the average value of the data sent by the mobile node is shown with green linear lines. Figure 10 presents the Data dropped (Retry Threshold) (bits/sec). Time averages of the data dropped in the wireless network orders are as follows; 11n_65 Mbps, 11g Mbps, 11n_26 Mbps, and 11n_6.5 Mbps, respectively.

In the suggested security patrol model, the results of the analysis clearly show that wireless transmission devices arranged in lower speeds were more successful in contrary to the expectations. Because at high data rates, higher Bit Error Rate (BER) values are encountered. Higher BER values are causing packet loss. Further increases delay and reduces the data transfer rate (Babu and Rao 2011). When evaluated in the simulation results obtained with graphics, mobile patrol system for campus networks said to be in acceptable level in terms of performance.
Data Transfer Performance Analysis of Wireless Campus Network using Mobile Nodes, Pala

Figure 4. The Sent MN Data Traffic (bits/sec)

Figure 5. The received target station data traffic (bits/sec)

Figure 6. Wireless LAN Delay (sec)

Figure 7. Wireless LAN Throughput (bits/sec)

Figure 8. MN_1 and MN_2 Load (bits/sec)

Figure 9. Data sent by MN to the Destination Station (bits/sec)
4. Conclusions and Future Work

In this paper, we investigated the potential benefits of utilizing the wireless mobile data collection system which is a new concept of the mobile campus security patrol in the research of data collection system. We analyzed the wireless networks parameters; such as delay, throughput, network load, sent and received data traffic sent and data dropped to evaluate network performance in the wireless mobile networks through Riverbed Model Academic Edition 17.5 PL6 (OPNET) simulation scenarios. While the mobile node moved away from access points during data transmission, data transfer rates to the target station also decreased. In the security patrol model suggested in the present study, the obtained analysis results show that wireless transmission devices arranged in lower speed were more successful.

We conclude that the data, collected by mobile node in the wireless campus network via IEEE 802.11g and IEEE 802.11n standards, were successfully transmitted to the central station. Further studies can be conducted on the effect of Quality of Service (QoS) in IP-based telephone in campus network via OPNET modeler.
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